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Numerous academic and civil rights advocates have expressed wariness about unintentional 
bias when relying on AI to support decisions affecting civil liberties .

Evidence shows that these kinds of decisions, when based solely on human judgement, have 
often resulted in biased outcomes—either intentional or unintentional . This has resulted in his-
torically biased outcomes data, and critics are concerned that using these data to develop 
AI-based computational models to augment human decisions will reinforce past biases .

This report focuses specifically on such cases . We posit that rather than a liability, potentially 
biased historical data might be used by government agencies to improve human decisions and 
result in greater fairness in outcomes and organizational efficiency . 

Specifically, agencies should establish a framework whereby government executives can 
anchor their decision making on race-neutral, machine-generated outcomes . As a proof of con-
cept, we use prosecutorial decision making by local district attorneys to demonstrate a frame-
work that can equip government executives with AI-augmented advanced analytics to guide 
their decision making in ways that reduce bias and improve outcomes .

We believe this framework can be adapted to the implementation of AI-augmented decision 
making in other policy domains as well .

EXECUTIVE SUMMARY
Can artificial intelligence (AI) technology be used to augment high-
stakes decisions in the public sector, such as in making 
prosecutorial charging or sentence decisions. 
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Designing a Framework for Using AI to Augment Human Decisions. 
A three-step framework for using artificial intelligence to augment human decisions based on 
potentially biased historical data is informed by two guiding principles—transparency and 
accountability . Decisions made using advanced analytics must be transparent and explainable, 
and advanced analytics must include strong accountability for their use, such as a right of 
appeal .

The first step in adopting the use of advanced analytics supported by AI is to collect relevant 
data . The immediate goal is to collect the data that are essential to the purpose of the organi-
zation’s AI initiative .

The second step is to build computational models that reflect key values, such as fair out-
comes . For example, when correcting for racial bias, the overarching objective should be to 
build a model that can anchor decision making on fair outcomes .

The third step is to manage the human-computer interaction . An agency’s leadership will need 
to work with staff to change their mindset about bias from a focus on finding or not finding 
disparities in outcomes, to a focus on finding ways to correct such disparities by augmenting 
their decisions with AI-supported analytics .

Implementation Recommendations. 
Agency leaders should use the following guiding principles and steps to implement a frame-
work that relies on AI-based technologies to improve decision-making in their programs, 
including reducing bias .

Recommendations to Implement the Guiding Principles
Transparency: Ensure decisions made using advanced analytics are transparent and 
explainable. Specifically, agency leaders should inform the public that algorithmic decision 
making is being used to augment human decisions . Ideally, both the data and algorithmic 
code should be made publicly available . The data may need to be partially scrubbed and 
redacted for privacy reasons, but as much as possible should be disclosed, and the same is 
true for code . 

Accountability: Ensure advanced analytics include strong accountability for their use. 
Specifically, agency leaders should set clear metrics for success and assess progress on those 
metrics in regular reports, similar to those used in financial accounting . In addition, agency 
leaders should establish a right of appeal that tracks the right that attaches to human deci-
sions of a similar type . At a minimum, complainants should be allowed to contest inaccura-
cies in machine inputs and to present mitigating information .
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Recommendations to Implement the Framework

Step One: Collect relevant data. 

The immediate goal should be for agency leaders to collect the data that are essential 
to the purpose of their organization’s AI initiative . Initial data collection does not need to 
be exhaustive . The ultimate goal is to contribute to centralized and standardized data 
collection that can be made available for public consumption .

Step Two: Build computational models that reflect key values, such 
as fair outcomes. 

Agency leaders need to articulate, up front, the values that their decision process should 
reflect . Specifically, when correcting for racial bias, the overarching objective should be 
to build a model that can anchor decision making on fair outcomes . This can be facili-
tated by setting clear objectives and, when predictive analytics are employed, clearly 
defining what is being predicted . Ideally, this would be done via two teams of experts . 
One team would be comprised of technical experts to handle model construction . The 
other team would be comprised of subject matter experts that ensure that the models 
are built in accordance with their intended design .

Step Three: Manage the human-computer interaction. 

Once the computational models are built, agency leaders need to work with staff to 
ensure the models are used, and used appropriately . For example, they should draft a 
“reasoned rule,” a written account of an agency’s agreed upon decision making proto-
col, which can be compared against both human and machine decisions . They should 
also introduce computational models during training sessions with hypothetical cases, 
so that both human and machine decisions can be vetted, critiqued, and modified . And 
finally, agency leaders will need to work with staff to change their mindset from a focus 
on experience-driven decision making to a focus on data-driven decision making . 

1

2

3
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Applying the Framework in a District Attorney’s Office. 
To demonstrate how AI models could be used to augment prosecutorial decisions, we 
reviewed data released by a large, urban prosecutor’s office and used it to provide a proof of 
concept of the process and framework developed in this report . Working with felony theft 
charges, we built models that predict three possible outcomes: how a case would resolve if 
the prosecutor treated the defendant (1) how he or she historically would have been treated, 
(2) according to one definition of fairness, and (3) as if he or she were a member of the 
majority racial group .

When reviewing individual cases, these models can be used to provide different outcomes by 
which, during training sessions, prosecutors can explore their case intuitions . In addition, this 
example shows how the framework might be used to build a system that can preemptively 
anchor prosecutors on more fair and just outcomes .

Conclusion 
More broadly, we conclude that if government agencies apply this framework and approach to 
augmenting decisions with AI and analytics—especially if they do so in concert with academ-
ics, researchers, community members, key stakeholders, and other knowledgeable parties in 
government, such as agencies’ Chief Data Officers—they will increase that chance of success 
in decreasing disparities in their agency’s decisions and outcomes .
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Government agencies are increasingly using AI, as well . For example, the American AI 
Initiative, launched in February 2019 pursuant to a presidential executive order,2 directs fed-
eral agencies to prioritize artificial intelligence (AI) research and development and create 
guidelines to implement AI technology, including its use in government decision making . 

At the same, there has been general concern about the use of AI in government decision mak-
ing because of the fear of bias .3 For example, the AI Now Institute at New York University 
focuses much of its resources on identifying unintentional bias in artificial intelligence as well 
as when and how such bias potentially affects human rights and liberties .4 The Institute has 
partnered with the American Civil Liberties Union and has published a number of papers 
expressing wariness of the increasing reliance on this technology in the United States .5 

Indeed, this wariness seems well-founded . Consider the experience of T . J . Fitzpatrick, a guest 
at a science fiction convention in Atlanta, Georgia in the summer of 2017 .6 Mr . Fitzpatrick, 
who is Black, used the sink in a bathroom at a Marriott Hotel . He placed his hands under the 
soap dispenser and received no soap . He assumed it was not working—until a White friend of 
his used the same dispenser and found that it worked properly . Several additional attempts 
revealed that the dispenser was indeed discriminatory . It would work properly for White hands 
but would not dispense soap for Black hands . 

This story perfectly captures the fear about AI . The dispenser was using near-infrared technol-
ogy, which requires that hands presented to receive soap reflect light back to it . Hands with 
darker skin pigments reflect less light, and so the dispenser failed to work for most Black indi-
viduals .7 While this is not bias in the senses of racial animus or intentional prejudice, it does 
reflect how machines are bound by rigid rules, and these rules may unintentionally lead to 
unfair outcomes . This is true for automatic soap dispensers, and it is true for algorithms that 
predict legal case outcomes .

However, racial bias and racially disparate outcomes are not endemic to the computer era . In 
the criminal justice realm, racial bias goes back centuries . In 1871, Frederick Douglass, 
speaking to an audience that included President Ulysses S . Grant, said, “It is a real calamity, 
in this country, for any man, guilty or not guilty, to be accused of crime, but it is an incompa-
rably greater calamity for any colored man to be so accused .”8 This is not surprising since 
psychology has shown us that bias is a human problem, one that is not necessarily dimin-
ished by experience, age, or introspection . Indeed, given that racial disparities in incarceration 
were extreme 150 years ago and remain extreme today, it seems likely that, unless there is a 
significant intervention, nothing will change .

One potentially significant way to remove racial bias is through the use of AI . Instead of shy-
ing away from data and artificial intelligence, government decision makers should embrace 
them and marshal them for good . We propose that government leaders use AI or advanced 
computational and statistical techniques to train models that—drawing on their agencies’ own 
historical data—enable decision makers to anchor themselves on racially fair outcomes . Just 

INTRODUCTION
Business analysts at Gartner predict that by 2021, organizations 
worldwide will create $2.9 billion in business value by harnessing the 
use of artificial intelligence (AI) to augment human decision making.1 
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as hospitals and other organizations are using AI to decrease variance, thus regularizing and 
optimizing behavior in order to meet performance and profit goals, the same can be done 
when the goal is racial fairness .

We acknowledge that this approach is somewhat counterintuitive . While bias is a human 
problem, in some instances the use of AI may exacerbate this problem . This is something we 
discuss later in this report . Thus, in order to design a system that uses AI to correct for bias, 
one must proceed with rigor and nuance . Indeed, in this report, we unpack one way in 
which to make this counterintuitive stance a reality .

Technological intervention is especially appealing because human biases are relatively diffi-
cult to identify and even harder to address . In contrast, machine bias is potentially know-
able: computational purposes and processes can be declared prior to use and also verified 
once in use .9 Even so, it appears inevitable that technology will increasingly influence govern-
ment decision making . However, both public servants and lay persons are uncertain of how 
best to move forward . In its 2019 report, New York City’s Automated Decision Systems Task 
Force recommended focusing on this very conundrum: while the city has machine tools that 
show promise for improving New Yorkers’ lives, it needs to focus on how to identify and 
eliminate bias in those tools .10

This report, which was supported by a stipend from the IBM Center for The Business of 
Government, addresses this very point . Unless AI systems are designed and implemented 
correctly, they may perpetuate or even exacerbate the problems they were designed to 
solve . Thus, we offer two guiding principles for the design of an AI-assisted decision making 
framework and three steps for building such a framework . To demonstrate this framework in 
action, we show how this approach could be used by prosecutors in district attorney offices 
to reduce racial bias in their decisions . However, the general framework we developed can be 
applied in other government functions, as well .

The two guiding principles—transparency and accountability—must inform all aspects of arti-
ficial intelligence use . The three steps for building a framework outline the specifics that 
should be considered in (1) collecting the data, (2) constructing the computational models, 
and (3) guiding the human-computer interface . In sum, our framework shows how linking 
human and artificial intelligence can help remove biases in decision making in order to 
improve government effectiveness and fairness . While we focus on a particular use case—
prosecutorial decisions by district attorneys—the lessons we draw and the principles we out-
line are applicable to the wider expanse of government decision making .
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KEY TERMS USED IN THIS REPORT

In this report, we are focused on techniques for dealing with data. These techniques are manifold, 
and they arise from different fields, such as statistics, applied mathematics, computer science, and 
the social sciences. For reference, we clarify a few of the key terms here:

Advanced Analytics is the broadest term we use, and we use it to signify processes for discover-
ing and interpreting meaningful patterns in data. This includes Modeling, a term we use to describe 
the use of mathematics and computer science to simulate and study the behavior of complex sys-
tems, processes, and decisions. It also includes the related but more specific concept of Cognitive 
Computing, which is the use of models to simulate human thought processes in complex situations. 
Advanced analytics includes predictive analytics as well, which is something on which we focus in 
the latter part of this report. Predictive Analytics is the use of various computational techniques to 
analyze current and historical facts and make predictions about future or counterfactual outcomes. 

Artificial Intelligence is somewhat difficult to define, given the philosophical struggle to define 
intelligence, but we can think of it as computer systems capable of performing tasks that 
normally require human intelligence. Among a host of other things, it includes Natural 
Language Processing, which is AI applied to the task of processing, deciphering, and 
making use of human languages. It also includes Machine Learning, which is the use 
of algorithms and statistical models to detect patterns and make inferences in order 
to complete tasks that seemingly would require human intelligence.



An Overview of  
Removing Bias in 
Decision Making

1
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“Bias” refers to a statistic that is systematically different from the population parameter being 
estimated . For example, selection bias is when certain individuals are more likely to be 
selected for a study than others, resulting in a biased sample . In illustrating what bias is, it is 
common to show a target at which multiple arrows have been shot, and all of the arrows are 
lodged a foot or so to the right of the bullseye . They are systematically off-target .

“Cognitive bias” takes the same idea and applies it to human thought . In addition to it being 
a statistical term, it is also a term used by behavioral scientists .11 It refers to a systematic 
error in thinking that affects decision making . Countless cognitive biases have been identified:

•	 Some relate to memory: the serial-position effect refers to our bias of having best recall of 
the first and last items in a series . 

•	 Some cognitive biases relate to attention: people are drawn to details that support things 
they already believe (confirmation bias; congruence bias; experimenter’s bias) . 

•	 A number of cognitive biases have to do with groups . People tend to favor people or 
objects with which they are familiar (halo effect; in-group bias) . 

•	 Further, when people lack information, they tend to fill in characteristics based on stereo-
types and prior experiences with members of different groups . These types of biases can 
result in significant differences in outcomes, such as disparities in earnings between men 
and women . 

Cognitive biases can exist either implicitly or explicitly . Broadly, explicit bias refers to con-
sciously held attitudes, while implicit bias refers to unconscious attitudes .

In this report, we focus on disparate outcomes that result from racial bias . We address those 
situations in which similarly situated individuals are treated differently based on race . Even 
though our specific focus is on racial bias, this framework may apply to other forms of bias, 
as the framework is transferable . That said, an important aspect of bias is the context in 
which it arises, and thus any application of such a framework requires careful understanding 
of the specific context that pertains to the type of bias .

Bias in the Criminal Justice System
For decades, racial bias in government decision making has been alleged—and largely proven 
in statistical analysis, such as the well-known report documenting bias in disability benefits 
determinations .12 It is unsurprising that, to the present day, many individuals from racial 
minority groups distrust government decision making .13 But in no sector of government are 
racial disparities as pronounced and as well-documented as in the criminal justice system .14 
African-Americans are dramatically overrepresented in U .S . prisons and jails .15 In 2015, the 
U .S . population was 13 percent Black,16 while the U .S . state prison population was 38 per-
cent Black .17 Wagner found that Black individuals are more than four times as likely to be 
incarcerated as White individuals .18

This report focuses on one particular governmental actor: district attorneys . District attorneys 
arguably have the most control over racial disparities in the criminal justice system . According 
to the Bureau of Justice Statistics, for every 100 felony defendants processed in urban courts, 
only three are convicted at trial .19 In the federal system, only 2 percent of criminal defendants 
go to trial, and in the past two decades, the number of federal defendants opting for a trial 
has fallen by 60 percent .20 Thus, most cases are resolved through plea bargaining, a process 
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over which district attorneys have significant discretion .21 Research has found that district 
attorneys are less likely to offer Black defendants a plea bargain, less likely to reduce charge 
offers for Black defendants, and more likely to offer Black defendants plea bargains that 
include prison time .22 Defendants who are Black, young, and male fare especially poorly .23

One reason for these racial disparities in prosecutorial decision making appears to be a lack 
of clear baselines . In estimating the final disposition of a case, prosecutors have little on 
which to base their estimations . New cases constantly arrive, and prosecutors must process 
these cases quickly and efficiently, all while receiving information secondhand: determining 
what happened and when is a matter of cobbling together reports from victims, witnesses, 
police officers, and investigators . In addition, prosecutors tend to rely on their own past expe-
riences, a reliance that hazards a number of deficiencies, including the risk of small sample 
size bias . Given these constraints, prosecutors are especially liable to overreliance on stereo-
types, such as those that attach to Black individuals .24

The Limited Effectiveness of Bias Interventions
A range of interventions for reducing bias has been developed and tried, but they have been 
largely unsuccessful . The most widely used interventions are informed by intergroup contact 
theory .25 These interventions typically involve participants interacting with “out-group” mem-
bers under optimal conditions, such as when individuals from different racial groups have 
common goals, are focused on cooperation, and so on .26 Some of the different intergroup 
approaches have achieved short-term success, at least in terms of lower stated preference for 
one’s in-group .27 When it comes to changing something beyond stated preferences, such as 
actual feelings and cognitions, the results are even worse,28 even though many types of inter-
ventions have been tried .29 

A recent meta-analysis found that, while some changes in implicit bias can be achieved 
through interventions (at least in the short term), nearly all interventions have limited suc-
cess .30 Of those that show promise, the change in implicit bias is generally small, and any 
subsequent change in behavior is negligible .31 Long-term success is most important, and 
here there is scant evidence that interventions work at all .32 A 2016 study33 reviewed nine 
interventions that had showed short-term efficacy, finding that for none of the nine interven-
tions did the positive effects persist for more than a few days .

There is little reason to think that criminal justice interventions will be any more successful 
than interventions in other domains . A 2017 law review article 34 recommended hiring a 
more diverse pool of assistant district attorneys, but studies show that negative in-group bias 
might be just as great, if not greater, than negative out-group bias .35 In 2017, three aca-
demic researchers36 provided empirical evidence of negative in-group bias in a randomized 
design outside the laboratory . They reviewed Louisiana juvenile court cases from 1996 
through 2012 and found that, all else held equal, Black (vs . White) juveniles who were ran-
domly assigned to Black (vs . White) judges received longer sentences and were more likely to 
be given prison sentences rather than probation . 

The New York Times and Seymour W . James Jr ., the Attorney-in-Chief at the Legal Aid 
Society in New York City, among others, have recommended implicit bias trainings for prose-
cutors .37 A 2010 Harvard Law Review article38 recommended adding a discussion of implicit 
bias to jury instructions . But bias trainings and education alone tend not to override stereo-
types . For example:
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•	 A 2014 study by a pair of psychologists39 showed White voters in California photographs of 
incarcerated people in which the racial makeup of the inmates was either 45 percent or 25 
percent Black . When a greater percentage of the inmates were Black, the participants  
were significantly less likely to sign a real petition aimed at lessening racial inequality in 
prison sentencing . 

•	 Similarly, when White New York residents read that New York’s prison population was 60 
percent Black (vs . 40 percent Black), they were less likely to support a petition to end a 
racially discriminatory NYC policing policy .40 

•	 In addition, two political scientists in 201441 found that, when White participants were 
informed about racial disparities in executions, 52 percent favored the death penalty 
compared with 36 percent when the participants were not informed of the racial disparities . 

In short, exposure to disparities may cause individuals to become more supportive of the 
policies that created those disparities .

Another commonly recommended solution is to blind criminal justice decision makers to defen-
dants’ race .42 This practice is currently being implemented by the San Francisco District 
Attorney’s Office .43 But there are limitations to such an approach: even if a defendant’s skin 
color is hidden, cues and correlated variables, such as defendants’ zip codes, names, or col-
leges attended, may still be present .44 In addition, prosecutors must see defendants at some 
point, so blinding can only impact initial case decision making .

Part of the reason that racial bias is so hard to eradicate is that it is automatic and deeply 
ingrained, representing a sorting process that humans habitually conduct . Stereotypes result 
from a need for coherence, simplicity, and predictability,45 and they provide a basis for explain-
ing behavior .46 In short, individuals use non-racial stereotypes and associations to help navigate 
the world, and it makes sense that they also would use racial stereotypes and associations for 
the same . 

The Promise of Big Data and AI to Reduce Bias
Research has shown that some individuals are increasingly hiding their explicit racial biases 
while neglecting to address more subtle forms .47 This is especially true in the public servant 
context, where explicit racial bias by state employees triggers Equal Protection concerns . Thus, 
individuals working in public settings are relatively unlikely to reveal explicit racial bias, and 
interventions are forced to focus on what is less conscious and less visible: implicit bias . But 
implicit bias interventions, as discussed in the preceding section, have shown extremely limited 
efficacy . In light of this, 

•	 We recommend a change of emphasis in government organizations, such as district attorney 
offices: rather than focus on implicit bias trainings, racial bias education, and similar 
interventions, emphasis should be placed on using technology to correct for bias . 

•	 In addition, we recommend using technology—such as big data, artificial intelligence and 
predictive analytics—to form clear, unbiased baselines on which human decision makers 
can anchor their decisions . 

In this way, government leaders can start with the problem—disparate outcomes—and once 
the problem is solved, then work backwards to address the deep and entrenched precipitating 
factors, such as in-group and out-group attitudes . 
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Big data, predictive analytics, and artificial intelligence have already shown tremendous prom-
ise,48 both at the local government level,49 and at the federal level, where there has been a 
long and concerted effort to determine how to build and use AI tools .50 Such tools have been 
deployed in taxation,51 health and safety,52 and even benefits determinations . For example, the 
Social Security Administration’s (SSA) disability system handles a heavy volume of applica-
tions per year, and it relies on more than 1,000 human adjudicators . Research has docu-
mented racial disparities in benefits awards, with Black individuals receiving less favorable 
outcomes .53 To increase efficiency and decrease bias, the SSA has, in recent years, begun to 
use artificial intelligence in the form of machine-guided adjudication .54 Similarly, the Securities 
and Exchange Commission is also using AI, but it is using it to increase detection of suspi-
cious activity and automate the initiation of enforcement investigations .55

AI has also shown promise for improving the administration of criminal justice .56 Analytics-
based risk assessment has been used in pretrial detention,57 sentencing,58 parole,59 and 
probation .60 There are a number of examples of existing technological applications that are 
having positive impacts on legal processes and outcomes, including decreasing bias .  
For example:

•	 Two California counties automated the clearance of more than 50,000 marijuana convic-
tions that had been made eligible to be cleared pursuant to a recently enacted proposi-
tion .61 An algorithm was used to comb through government records to identify eligible 
individuals and file motions to clear . The automation made it so that the person with the 
criminal record did not have to file a petition, hire an attorney, or attend a hearing—all of 
those tasks were automated .62 Because Black individuals were overrepresented in this 
population and stood to benefit the most from clearance of marijuana convictions, the 
technology worked to correct for historical bias .63 

•	 The Data-Driven Justice Initiative is another good example . Johnson County, Kansas 
officials partnered with academics from the University of Chicago to use machine learning 
to divert low-level offenders from jail to mental-health services .64 Using data from three 
distinct sources—emergency medical services, the mental health center, and the county’s 
court and corrections database—the team was able to identify low-level offenders who 
were likely to be re-arrested and who would benefit from mental health treatment .
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There are a number of other examples of government organizations using AI to correct for bias 
in legal proceedings: 

•	 In San Francisco, AI is being used to blind police reports so that prosecutors do not know 
defendants’ race .65 

•	 Jurisdictions across the country are using a risk assessment tool that was designed to 
reduce bias in judicial decision making . In assessing dangerousness, the Public Safety 
Assessment Tool (PSA), which was created from an analysis of 1 .5 million criminal cases 
from 300 U .S . jurisdictions, takes into account age and history of criminal convictions, but 
it omits data on race, gender, where a defendant lives, and history of criminal arrests, and 
other potentially discriminatory factors .66 

•	 A team of economists in 201867 conducted groundbreaking theoretical work showing that 
machine predictions can lead to drastically improved legal outcomes . Specifically, these 
economists focused on bail decisions: those instances when judges decide to jail or release 
defendants based on their predictions concerning what the defendants will do if released . 
The algorithm built by the economists resulted in jailing defendants at existing rates while 
25 percent fewer crimes were committed by individuals released on bail . Alternatively, the 
algorithm could be used to keep crime rates the same (that is, there would be the same 
number of offenses committed by released individuals) while reducing jail populations by 
42 percent (significantly more defendants were released on bail) . In short, compared with 
the human judges, the algorithm was able to reduce crime, reduce incarceration rates, or 
even do both .

Worries about Big Data and AI Exacerbating Bias
In spite of the promise, there are significant worries about big data, predictive analytics, and 
AI .68 During President Obama’s second term, the White House69 and the U .S . Federal Trade 
Commission70 issued reports on the possibility of big data analysis leading to racial discrimi-
nation . Before discussing specific instances of bias when using technology, it is worth describ-
ing how such bias emerges . 

Machine learning, a technology that makes use of big data, falls within the scope of AI and 
powers a significant portion of predictive analytics . Generally defined, machine learning is 
when a computer learns to perform a task by being fed a training set of examples, after which 
it performs the same task with data it has not been fed before .71 Machine learning can be 
affected by a number of different biases, such as:

•	 Sampling bias. First, there is sampling bias: the population used to train the model may 
not accurately represent the population with which the model will interact . In fact, this is a 
major reason why facial-recognition systems have struggled: they are trained primarily on 
White faces, but they must perform on faces of every race/ethnicity .72

•	 Base rate bias. There also is bias that emerges from base rates . For example, construction 
workers may statistically be more likely to be male, but a machine that concludes that all 
construction workers are male would be making a significant error . And this is the type of 
error that machines often make: base rates are enshrined as if they are reflective of causal 
relationships, even when this may not be the case at all . For example, consider when 
Amazon attempted to automate its resume-screening procedures . Given that many of the 
company’s early, successful employees had been male, the resume-screening machine 
wound up screening out nearly all female candidates .73 The base rate (long-term, success-
ful Amazon employees are overwhelmingly male) resulted in the machine inferring that 
maleness was necessary for long-term success at the company . 



17

Using ArtificiAl intelligence to improve the fAirness And eqUity of government decision mAking

Different base rates across different legally protected groups are one of the thornier prob-
lems that beset fairness in predictive analytics .74 Different groups nearly always have dif-
ferent base rates, and different base rates, absent perfect prediction, lead to different error 
rates (one can think of false positives and false negatives) . In short, groups wind up being 
treated differently . This is a primary element of what has been called the “group fairness 
impossibility theorem .”75 Research in algorithmic fairness is progressing well, with signifi-
cant recent breakthroughs being made,76 but that does not diminish the importance of 
understanding that there are fairness constraints77 that may need to be resolved at the 
policy level, as discussed later in this report .

•	 Historical data bias . Lastly, and perhaps most importantly, the primary driver of bias in 
technology, especially in predictive analytics, may be biases that are enshrined in the 
historical record . For example, if prosecutors consistently offered Black individuals worse 
plea bargains than White defendants, then a predictive model trained on such data would 
encode the bias as weights in the model . In other words, anything that indicated that a 
defendant was Black would be used by the machine as an indicator that the plea bargain 
offered should be more severe . 

Applied technology has shown how these biases may play out in practice . In recent years, 
there have been instances of technology leading to racially biased outcomes .78 In the introduc-
tion to this report, we mentioned how soap dispensers were dispensing soap to White individ-
uals only .79 Technology has often struggled with recognition problems: a number of 
facial-recognition systems have been shown to misidentify non-White faces at elevated rates .80 
Amazon’s facial recognition technology has repeatedly been accused of racial bias .81 These 
missteps have special significance in the context of this report, given that many municipal 
governments are considering or have implemented facial recognition technology—and with 
predictably mixed results .82 This underscores the importance of continued research in this 
area, especially before widespread implementation .

A notable example of the impact of bias when relying on historical data comes from the 
healthcare system . Researchers evaluated a widely used algorithm that was tasked with pre-
dicting which patients would need additional treatment, and they found significant racial dis-
parities .83 These disparities were driven by the fact that the algorithm had been programed to 
use healthcare costs as a proxy for the health of the patient; in other words, the engineers had 
assumed that, in the past, those patients whose healthcare had resulted in higher costs were 
likely sicker and in greater need of additional care . While this was a convenient and seemingly 
reasonable proxy, it was flawed for one reason: historically unequal access to healthcare (and 
historical bias) has resulted in a healthcare system in which much less money is spent on 
Black (vs . White) patients . Importantly, the researchers showed that lessening reliance on this 
proxy would increase the percentage of Black patients receiving additional help from 17 .7 to 
46 .5 percent, virtually eliminating bias in the algorithmic outputs .84

Concerns with unintended bias extend to concerns with the use of technology in the criminal 
justice and legal realms . A few years ago, the Los Angeles Police Department implemented a 
new program to combat property crime .85 The program relied upon an algorithm that had 
been trained on 10 years-worth of crime data and could produce a prediction as to where and 
when crimes were likely to occur . These areas of likely criminal behavior—“hotspots”—were 
subjected to increased police scrutiny . Protesters alleged that the software provided a patina of 
objectivity to what was mere bias: officers wanted to over-police predominantly Black neigh-
borhoods, and the software gave them a seemingly objective reason for doing so .86 In addition, 
the algorithm in question suffered from serious defects, as it relied on proxy data (a significant 
problem, as seen in the medical example in the previous paragraph) and focused on outcomes 
that were arguably the wrong ones on which to focus .
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Bias in predictive analytics also has been alleged in pretrial risk assessment, systems 
designed to algorithmically generate “risk” scores indicating whether a defendant should go 
free or be detained while awaiting trial .87 While there are many different risk assessment sys-
tems, all of them use some form of automation to generate outcomes, such as recidivism or 
dangerousness scores, that impact defendants’ freedom and well-being . Such algorithms 
have faced near-constant scrutiny,88 including allegations that they work to hide “overt dis-
crimination based on demographics and socioeconomic status .”89 A 2016 report by 
ProPublica alleged that an algorithm used in Florida was biased against Black defendants,90 
such that Black individuals (compared with White individuals) were almost twice as likely to 
be scored as high-risk to reoffend but then not reoffend . White individuals were more likely 
than Black individuals to be labeled low-risk but then reoffend . 

In 2019, prominent researchers signed a statement calling for a turn away from pretrial risk 
assessments and towards other reforms .91 However, we conclude that, given the potential of 
AI and algorithmic decision making for improving decision making, retreat from these tools 
would be a mistake . As discussed in the remainder of this report, there are ways to design 
and implement them so their potential for good, rather than ill, is harnessed .
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Given the overwhelming evidence, it is safe to assume that most government programs, when 
evaluated, will show signs of racial bias . Data and artificial intelligence can help government 
leaders correct for such biases . To do this, they need to employ AI or advanced computational 
and statistical techniques to train models that draw on an agency’s own historical data . Just 
as hospitals and other organizations are using AI to regularize and optimize behavior in order 
to meet performance and profit goals, the same is possible when the goal is racial equity .

USING AI TO REDUCE VARIATIONS IN SURGICAL OUTCOMES

In 2012, a hospital network in Utah built an AI-backed system that provided recommendations 
for reducing variation in how surgeons performed certain medical procedures.92 In essence, the 
machine generated anchors to guide and standardize surgeon behavior. Initially, the surgeons 
resisted the idea, believing that the machine would not be able to account for nuanced differences 
among patients and pathologies. However, this reluctance of experts to rely on something other 
than their own expertise was overcome, largely through the proven success of the intervention. 
The hospital system provided the surgeons with dashboards that relayed the statistical information, 
and the surgeons held weekly meetings to review the data and share the newly emerging best prac-
tices: that is, practices that improved patient outcomes while also decreasing costs. Over the past 
four years, the system has significantly improved the hospital’s surgery results, and it has saved 
the hospital more than $90 million.

This initiative worked because: (1) it established consensus among doctors up front about 
what the optimal outcomes were. This promoted active anchoring on those optimal out-
comes. In turn this (2) set a foundation for decision makers to overcome their own 
personal bias and more general human variance in decision making. This is precisely 
the route we propose for government organizations more broadly that are trying to 
overcome racial disparity in their employees’ decision making and outcomes. 

In the case of prosecutors in district attorney offices, there is often a lack of consensus about 
what optimal outcomes should be . For example, which criminal fact patterns deserve which 
outcomes? The answer is often beholden to various objectives and idiosyncrasies, such as 
office policy, an individual prosecutor’s beliefs about the purpose of incarceration, a 
prosecutor’s experience with such matters, his or her personal and professional experiences, 
and so on . 

Whatever the optimal outcome might be for a fact pattern, it is possible for district attorney 
offices to ensure that similarly situated individuals are treated similarly . That is, the optimal 
approach can be defined as when differences in outcomes for similarly situated individuals are 
not driven by racial differences . These optimal anchors can be established using advanced 
analytics and AI . Then, when a new case arrives, a prosecutor can be shown multiple poten-
tial outcomes, all computed by the AI system, that show: (1) how the case would have 
resolved given the historical record, and (2) how the case would resolve if the defendant were 
treated according to the guiding principle of achieving racially fair outcomes (what can be 
called “counterfactual analysis”) . These potential outcomes will then guide prosecutorial deci-
sion making, enabling them to overcome personal bias and more general human variance in 
their decision making .
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The next section of this report describes a three-part framework for using data and AI to 
anchor decision makers on fair and just outcomes . However, this framework is premised on 
two principles that guide the design of all three parts of the framework: transparency and 
accountability . The first of these guiding principles is transparency .

Guiding Principle One: Transparency
A significant worry about artificial intelligence is that it operates in the dark, that it is “black 
box decision making .”93 Some AI processes, especially deep learning—that is, machine learn-
ing methods that are based on artificial neural networks—are indeed somewhat opaque .94 
This opacity, what can be called the problem of “explainability,” is an important subset of 
transparency . 

A 2019 law review article95 discusses the need for two types of transparency: 

•	 “Fishbowl Transparency” requires information about what officials are doing . The mandate 
for Fishbowl Transparency comes from a series of federal statutes, such as the Government 
in the Sunshine Act and the Federal Advisory Committee Act, and the Freedom of Informa-
tion Act (FOIA) . For this report, in which we zoom in on prosecutorial decision making, it 
must be noted that FOIA contains exemptions for law enforcement protocols .96

•	  “Reasoned Transparency” requires information about why officials took the actions they 
took . The mandate for Reasoned Transparency primarily comes from the due process 
clauses of the Fifth and Fourteenth Amendments to the U .S . Constitution . 

When government decisions affect individuals’ “life,” “liberty,” or “property” interests, a num-
ber of important legal protections apply:

•	 Substantive due process protections dictate that the government must show that its action 
was justifiable as a rational means of achieving a legitimate governmental purpose .97 

•	 Procedural due process protections require the government to provide the affected indi-
vidual with notice of its action, an opportunity to be heard, and procedural consistency, 
such that the individual received the same procedure as others and was not subject to a 
procedure designed to disadvantage him or her specifically .98 

•	 Administrative/procedural protections are embedded in the Administrative Procedure Act 
(APA),99 (however, these are not germane for prosecutorial decision making) .100 

In the case of algorithmic decision making, due process standards can be met when machine 
decisions are sufficiently transparent and explainable . When this occurs, the legality and final-
ity of decisions can be defended by a showing that the process was valid .101 In particular, a 
district attorney’s office might think through the Mathews v. Eldridge102 due process balancing 
test, in which three interests are balancing: 

•	 the private interest at stake; 

•	 the risk of error as a result of the administrative procedure and the likely error-correction 
benefit of a proposed change; and

•	 the government’s interest . 
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When machine decisions are not sufficiently transparent and explainable, it will be very diffi-
cult to satisfy due process concerns,103 not to mention the APA’s procedural requirements .104

If Fishbowl Transparency requires disclosure of what officials are doing, at a minimum this 
would include a duty to inform the public that algorithmic decision making is being used . 
More than a bare acknowledgment of use, however, this should be genuine disclosure: agen-
cies must publicize when and where AI systems are used—and for what purpose . Public dis-
cussion of the propriety of such use should be encouraged .

Reasoned Transparency, requiring disclosure of why officials did what they did, is more com-
plex . At a minimum, it is certain that government technology cannot be entirely withheld from 
public inspection . For example, a Texas school district that used AI for teacher evaluations was 
forced to discontinue use of the AI when its developer refused to share the proprietary formula 
that generated the output .105 

More importantly, violation of Reasoned Transparency raises deep questions relating to the 
imperative—long established in U .S . law—that government decision making be explainable .106 
Almost all technology used in the legal realm makes use of computer code . Some of this code, 
and some of the algorithms, are exceedingly complex and difficult to parse rationally . At the 
beginning of this section, we referred to this as the black box problem . For example, neural 
nets are powerful tools, but they are not designed to produce consistent or even replicable 
results . Thus, explaining complex computational models may seem like a Sisyphean task . In 
State v. Loomis,107 Justice Shirley Abrahamson of the Wisconsin Supreme Court wrote in a 
concurrence, “[T]his court’s lack of understanding of COMPAS [a software package] was a sig-
nificant problem…The court needed all the help it could get .” Because of accounts like this 
one, some have argued that district attorney offices should hesitate to use complex technolo-
gies .108 This is an easy action point, and we understand the appeal of suggesting that offices 
need to use the most scrutable of algorithms that they can . 

However, instead of demanding interpretability and then building a model, organizations such 
as district attorney offices should first build models and then work on interpretability—prior to 
using the model in actual cases and matters, of course . This is because there is an art to 
modeling . Eliminating racial bias and maximizing prediction is a difficult computational task . 
The first objective should be to achieve it . The second objective should be to unpack what the 
model is doing . 

Returning to State v. Loomis and Justice Abrahamson’s concurrence, what happened there 
was not an impossibility of explaining the software’s results . Rather, it was a failure to explain . 
After all, the model actually was not complex and could have been explained, if only the right 
translator109 were tasked with the job . Further, a team of computer scientists in 2019110 have 
shown that, even with extremely complex models, there are methods of dividing the models 
into smaller subspaces which can be explained . In turn, these explanations allow for intelligi-
ble explanation of overall model workings . This is especially illuminating when one realizes 
that the model developed by these computer scientists was significantly more complex than 
the COMPAS tool at issue in State v. Loomis . Moreover, research on explainability is rapidly 
advancing111: for example, Google has released powerful tools for explaining AI,112 and the 
Defense Advanced Research Projects Agency and the National Science Foundation have jointly 
emphasized funding research into explainable AI .113

Finally, transparency requires public disclosure . Government agencies that rely on technology 
to support decisions affecting individuals should make both data and code publicly available . 
Of course, the data should be partially scrubbed and redacted for privacy reasons, but as 
much as possible should be disclosed, and the same is true for code . We follow the lead of 
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others here in suggesting that offices make available as much of the data and code as possi-
ble available; if it is not released, there should be detailed statements of the enforcement pri-
orities and practices that formed the basis for the code .114 In this way, auditing and outside 
review will be a matter of record . This is not a mere utopian vision, either . Some district attor-
ney offices have already begun to comply with such disclosure principles: the district attor-
neys’ offices in San Francisco and Chicago have posted much of their data to public 
repositories so researchers can see precisely how defendants are being treated .115 There are a 
number of national organizations—the IJIS Institute, the FBI’s Advisory Policy Board, and 
countless others—that can help facilitate such transparency .

Ensure decisions made using advanced analytics are transparent and explainable. Specifically, 
agency leaders should:

•	 Inform the public that algorithmic decision making is being used .

•	 Publicize when and for what purpose such systems are used . 

•	 Disclose information about why officials took the actions they took .

•	 Make both data and code publicly available . The data may need to be partially scrubbed 
and redacted for privacy reasons, but as much as possible should be disclosed .

Once the computational models are built, but prior to actual use, the agency should ensure 
that the models and outcomes are sufficiently transparent and explainable to satisfy legal due 
process procedures.

Guiding Principle Two: Accountability
Accountability requires setting clear metrics for success, assessing progress on those metrics 
over time, and establishing a fair process for appeals . If the goal is, for example, to rid district 
attorney offices of racial bias in case outcomes, then the question motivating the metric is 
clear: are similarly situated defendants being treated similarly? While there are a few different 
ways of assessing this, a district attorney’s office must decide which route to take (and using 
more than one is certainly appropriate), and it must produce at least quarterly reports, similar 
to a financial accounting, that describe how the office is doing in terms of these metrics .116 

Some researchers have argued for the use of Algorithmic Impact Assessments (AIAs) .117 AIAs 
would require extensive review of technological impact, and this review would be independent 
of the office’s stated goals . For example, if an office uses technology to achieve greater effi-
ciency (and not necessarily racial equity), then fairness concerns would still be monitored via 
AIAs .118

While district attorneys seldom like appeals or disturbances of seemingly settled matters, there 
must be a mechanism in place for those adversely affected when technology is used to sup-
port decisions . Accountability demands a robust appeals process . However, this does not have 
to be an expansive right that goes beyond what is already in place . In short, appeals of tech-
nologically-informed decisions should be tailored to accord with whatever rights of appeal a 
district attorney’s office already grants in response to human decisions . This is especially true 
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when decisions are fully automated . As mentioned above, some disability determinations have 
been delegated to Automated Decision Systems (ADS) . In a recent case, individuals who were 
adversely affected by ADS decisions were not given insight into the machine’s decision making 
and had no meaningful course of appeal .119 Regardless of whether or not this particular 
appeal/remedy problem will be addressed legislatively,120 any government organization that 
uses technology to make decisions that affect an individual’s rights must be accountable, and 
accountability requires a right of appeal that tracks whatever right attaches to human deci-
sions of a similar type .121 At a minimum, defendants should be allowed to contest inaccuracies 
in machine inputs and to present mitigating information .

Ensure advanced analytics include strong accountability for their use. Specifically, agency  
leaders should:

•	 Set clear metrics for success and assess progress on those metrics in quarterly reports, simi-
lar to that done in financial accounting practices .

•	 Establish a right of appeal that tracks whatever right attaches to human decisions of a simi-
lar type . At a minimum, complainants should be allowed to contest inaccuracies in machine 
inputs and to present mitigating information .
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With the two guiding principles of transparency and accountability as the context, the follow-
ing three steps will result in a framework that will allow government organizations to use their 
own data to anchor decision making on fair outcomes . 

•	 Step One is to collect the appropriate data .

•	 Step Two is to construct the computational models . 

•	 Step Three is to manage the human-computer interaction in  
making decisions informed by AI .

Step One: Collect the Data
When it comes to processes that are internal to government, data collection is surprisingly 
uneven .122 In the legal context, and especially in the context of criminal law, the availability of 
consistent data of sufficient quality is notoriously low .123 Many offices, such as district attorney 
offices, keep scant data, and what data they do keep tend to be kept confidential . This has 
been the case for many years . 

Data collection is, of course, necessary for interventions that rely on data, but mere collection 
is not enough . The quality of the data collected is important . A 2018 report by the Urban 
Institute found that while prosecutors are increasingly using data to inform decision making, 
concerns about data accuracy may stand in the way of widespread adoption .124 Given that 
machines learn from historical data, data that are unrepresentative threaten to introduce diffi-
cult-to-eradicate biases,125 especially if the ways in which the data are unrepresentative are 
not known .126

What is ultimately needed? In short, widespread and standardized data collection that can be 
made available for public consumption . (For more on the types of data collection, see below, 
especially the discussion of efforts in Connecticut .) Widespread and standardized data collec-
tion is necessary because the effects of racial bias tend to only be observable at aggregate lev-
els .127 In order to evaluate whether implicit bias and group-level biases are affecting 
group-level behavior, large-scale multilevel data collection efforts are required . 

This may seem like a daunting task, given that many government organizations use legacy 
systems and outdated IT infrastructures, and also given the relatively siloed nature of govern-
ment data repositories . However, in the criminal justice domain and others,128 it is not insur-
mountable . After all, courts—often through clerks of court—store case information, and most 
of it is stored electronically . In addition, given that these are criminal cases we are discussing 
in the context of prosecutorial decision making, the data is already largely in the public 
domain . 

For insights into how these fragmented sources might be brought together, consider the 
healthcare system, where data are more voluminous and even more scattered than in the typi-
cal governmental realm . If a medical patient sees five different physicians, it is typical that the 
patient’s data will be stored in five different systems .129 Likewise, if an individual is arrested in 
different jurisdictions, his or her data will be stored by different clerks of court . 

Following are examples of how disparate data sets from different systems have been inte-
grated to improve decision making:
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•	 Answer ALS, a global project focused on combating Amyotrophic Lateral Sclerosis (ALS), 
has developed a platform for bringing data from multiple centers (Cedars-Sinai Medical 
Center; the New York Genome Center; Massachusetts General Hospital) to a central 
repository from which it can be analyzed .130 

•	 The U .S . Department of Transportation’s National Address Database is another example of 
a collaborative, centralized, and readily available data effort, one that facilitated cross-
agency development and was adopted by 22 states .131 

•	 Even more impressively, the U .S . Agency for International Development has created an 
enterprise-wide data collection system that focuses on diverse topics and spans the 
globe .132 

What these agencies are achieving in their own domains could be achieved in the legal world, 
as well .

DATA CENTRALIZATION CAN LEAD TO  
COST SAVINGS IN GOVERNMENT

Efforts to centralize and standardize data in order to facilitate the goal of reducing bias could 
have auxiliary benefits. A report by the Technology CEO Council found that such data efforts 
would lead to tremendous cost reductions in government: IT modernization would lead to 
an estimated $110 billion cost reduction over 10 years, shared services would lead to a 
$47 billion reduction, and analytics and cognitive computing would yield a $205 bil-
lion reduction.133 This is unsurprising given that, in 2016, approximately 75 percent 
of government spending on IT was allocated to the operation and maintenance of 
ineffective and near-obsolete legacy systems.134

Even though much more needs to be done, significant progress in collecting standardized 
criminal justice data is underway . Following are a range of federal, state, and non-governmen-
tal examples to centralize and standardize the collection of these data:

•	 With support from the National Science Foundation, researchers at Northwestern Univer-
sity are compiling court data from a national repository and linking it to data about 
litigants, judges, lawyers, and courts .135 The result will be an open, searchable, AI-pow-
ered data platform that will dramatically increase the accessibility and transparency of 
federal courts . 

•	 The Bureau of Justice Statistics has instituted a data improvement program with the 
mission of improving the criminal record-keeping of states and local governments while 
improving the ability of states and localities to produce statistics on crime and the admin-
istration of justice .136 

•	 The Connecticut legislature recently passed a law requiring prosecutors to compile data on 
how many defendants received prison time, plea bargains, or were diverted, and these 
datasets have to include information regarding defendants’ race, ethnicity, sex, and age .137 
Other prosecutors’ offices around the country are making similar efforts to collect data that 
is necessary for determining whether similarly-situated defendants are being treated 
similarly .138 
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•	 State representative Marsha Judkins from Provo, Utah, is working on a “prosecution 
transparency bill” that will require Utah counties to collect information on arrest, charge, 
sentence, and parole decisions .139 

•	 The MacArthur Foundation is supporting Besiki Luka Kutateladze, a Florida International 
University professor, in an effort to improve data collection and analysis in four major 
prosecutor’s offices: Jacksonville, Tampa, Milwaukee, and Chicago .140 

•	 Measures for Justice, a data portal that is compiling court and corrections data at the 
county-level, has made significant progress in creating precisely what we envisioned: a 
national and centralized repository .141 

•	 Likewise, Search, a nonprofit, is actively working with states to improve and standardize 
their criminal history record information .142 

In addition to improving data quality, these large and centralized repositories can work to solve 
existing data quality issues . There are various data preprocessing approaches to fairness which 
can be used, given sufficiently large datasets, to identify and correct for unrepresentative or 
poor data .143 

Even though centralized and standardized data collection is the ultimate goal, the immediate 
goal is to collect the data that are appropriate to the defined goals of the users . Just as the 
Connecticut legislature recognized, data must be collected by prosecutors’ offices, but this col-
lection does not have to be exhaustive . Only those variables that are essential for assessing 
bias are needed, including but not limited to initial charges and facts (such as arrest reports), 
case outcomes and method of resolution, as well as demographic information on defendants 
(including criminal history at time of arrest), prosecutors, judges, and arresting officers . 
Regardless of whether an office has historically been deficient at such data collection, proper 
collection should begin moving forward . The process does not need to be homegrown, either . 
For example, district attorney offices could reach out to nonprofits, such as Search, that are 
ready and willing to guide them .

Collect relevant data. Specifically, agency leaders should ensure:

•	 Initial data collection does not need to be exhaustive . The immediate goal is to collect the data 
that are essential to the purpose of the organization’s AI initiative .

•	 The ultimate goal is to contribute to centralized and standardized data collection that is made 
available for public consumption .

Step Two: Construct the Models 
Once an agency has completed the fundamental task of data collection, it then can turn to 
analysis . Analysis can be applied to any number of different objectives . In the case of a district 
attorney’s office, it may want to analyze how much time its assistant district attorneys are 
spending on different types of cases . An office may want to use analytics to sort weaker from 
stronger cases, thus creating efficiencies in determining when to dismiss and when to pursue a 
matter further . In short, there are potentially many different goals when analyzing properly col-
lected criminal justice data .
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This report focuses on one particular aim: using a district attorney office’s own data to correct 
for racial bias . For this task, there are two data analysis goals:

•	 First, identify whether the historical record suggests that there already is disparate treat-
ment by race . In other words, is there evidence of racial bias? Within this task, the magni-
tude of the bias should be quantified . (There are countless methods for quantifying bias; as 
one example from the social sciences, see Kutateladze’s work on prosecutorial bias .144 See 
also the fairness research underway in computer science .145)

•	 And second, devise a strategy for using that evidence to change human decision making in 
the future . In other words, how can our knowledge of past bias be used to make decision 
making more equitable and fair in the future?

To accomplish these goals, an important threshold question that must be answered is: who 
will perform the data analysis and/or construct the model? Even though some offices, such as 
the District Attorney of New York, are equipped with a data analysis unit, many government 
agencies, including most district attorneys’ offices, are not so equipped,146 and thus collabora-
tion with a third-party will be necessary . 

While there are a host of data science and predictive analytics companies working in this 
space, another untapped resource is academia . Research scholars are professionally attuned 
to the principles of transparency and accountability discussed above . In addition, there are 
many interdisciplinary academics working in this field . For example, in the case of district 
attorney offices, they could reach out to departments of criminology, psychology, law, applied 
mathematics, politics, economics, sociology, or other related fields . The prospect of having a 
unique dataset to work with may be more than enough to incentivize research scholars to 
participate . 

In determining whom to work with, government leaders could contact their state, city, or 
agency’s Chief Data Officer (CDO) . These individuals have the authority and express mandate 
to advance data-driven government, and thus could function as valuable resources .147 
Numerous states, cities, and agencies have CDOs and have had them for a few years now .148 
New York City was the first city to create a CDO position, doing so in 2011, and since then 
CDOs have distinguished themselves for combining technical expertise and community 
engagement, enabling their communities to achieve their goals by harnessing data .149

Another threshold question concerns what the data analysis and modeling will consist of . 
Answering this question requires balancing input from two parties . In our example, on the one 
side, there are the academics and researchers, who are the technical experts in areas such as 
data science .150 On the other side, there are prosecutors in district attorney offices, who are 
the subject matter experts . Understanding the role of these two parties will largely explain 
how modeling should proceed . In following two sections, we discuss these respective experts . 

However, it is worth noting that, while we present a specific approach for meeting these 
goals, it is far from the only approach that can be taken . We encourage district attorney 
offices that seek to meet these goals to be open and to experiment with their academic 
research partners—a novel approach could very well turn out to be the best approach . That 
said, we are proposing that offices create, via computational modeling, a simulation for prose-
cutors, one that reveals how new cases would resolve if defendants were treated fairly in 
terms of race .
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The Role of Technical Expertise. 
Technical expertise is an essential element to designing any system relying on artificial intelli-
gence to support decisions . In this case, we focus on the role of technical experts in design-
ing a system to remove racial bias from decisions made by prosecuting district attorney 
offices . This involves several technical tasks:

•	 Identify and quantify existing bias. The first task of the technical experts is to determine 
whether there is evidence of pre-existing racial bias in a district attorney office’s decision 
making . In the present example, this determination is complex given that there is a lack 
of a true baseline: one does not know who actually did or did not commit the alleged 
crimes . In addition, there are other decision makers involved upstream (namely, police 
officers and individuals working in pretrial services), and their bias or lack or bias compli-
cates our understanding of subsequent prosecutorial decision making . That said, there are 
many ways of controlling for these factors and for evaluating whether prosecutors are 
treating similarly situated defendants similarly . There have been at least 34 empirical 
studies published between 1990 and 2011 that explored this very issue .151 In short, such 
analyses have been conducted again and again, and most any collaborating research part-
ner will be able to assess a district attorney office’s data for racial bias . 

•	 Define human-centered “soft goals” to be achieved . The second task is to address the 
“human problems .” District attorney offices must clarify their internal objectives, rules, 
and priorities . Should arrests for certain drug crimes be treated with leniency? Should 
defendants who have criminal histories that include recent violent felonies be less likely to 
receive charge reductions? A 2016 Harvard Business Review article discussed “soft 
goals,” that is, goals that an organization has but which have not been rendered into 
specific objectives . One might think of these as operating in the background as assistant 
district attorneys make case decisions . These are goals that must be fleshed out; prosecu-
tors must ask, answer, and codify these questions . Only then can machine learning be 
employed to scale and regularize them .152 Defining soft goals is especially important 
because some of them may conflict with the goal of bias reduction . When this is the case, 
best practices require identifying this tension and unpacking it in light of the quarterly 
reports . In other words, the dissonance caused by the conflicting goals is brought to light, 
and the effect of the soft goal on the bias reduction goal is quantified .

•	 Develop a strategy to deploy AI on the job. The third task is to devise a strategy for using 
the data to change decision making moving forward . There are reasons to be cautious 
about employing technical solutions to debias algorithms,153 and there definitely should 
be direct challenges to techniques developed for debiasing algorithms,154 but these are 
reasons for being cautious and for acknowledging hurdles . They are not reasons to forgo 
the use of technology in a legal setting altogether . Indeed, much progress is being 
made .155 

When the technology employed makes use of predictive analytics, as in the intervention we 
propose, there are numerous methods for addressing bias in the historical record .156 When 
the truth of a matter is not known (for example, we do not know whether a defendant actu-
ally committed a crime; we only know about arrest and conviction rates), fairness might 
require altering the underlying data to prevent the classifier from relying on attributes, such 
as race, that are inappropriate .157 

A 2013 research study framed the problem as an optimization problem: how to alter the 
data so as to obfuscate information about membership in a protected group while also 
encoding the data as faithfully as possible .158 Two European scholars, Faisal Kamiran and 
Toon Calders, in a classic attempt from a decade ago, “massaged” their dataset by making 
the least intrusive modifications that would result in an unbiased dataset .159 On this modified 
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dataset, they then trained their classifier, which subsequently was able to significantly reduce 
bias in future classification without losing much predictive accuracy . 

Likewise, a 2019 applied statistical study160 developed a procedure for removing all informa-
tion about race from the covariates used for prediction, thus guaranteeing similar distributions 
of the outcome variable (in this case, estimated risk of re-arrest) . The study’s objective was to 
take a dataset and construct a new dataset that contains no information about race so that 
any predictive model satisfies demographic parity (i .e ., the requirement that predictions be 
independent of race) . The study adopted this definition of fairness because its model was pre-
dicting rearrest, and we had no good way of knowing rates of criminal offending by race (this 
information is simply not known) . In essence, and without going into the mathematical minu-
tiae, we adjusted each variable by matching its estimated quantile (which depended upon the 
protected variable as well as the previously adjusted variables) to the marginal quantiles for 
that variable . The result is quite remarkable: the predictive accuracy of the method decreased 
only slightly due to the adjustment, but the adjusted model produced nearly identical predic-
tive distributions by race .

Adapting the Data. Of course, there may be other underlying problems with the data that 
warrant alteration . For example, proportional bias (what is sometimes called “small data” or 
“low data” bias) also should be taken into account . There may be an underrepresentation in a 
given data set of, say, Black female insider traders . This is problematic because predictive 
algorithms will give low aggregate weight to rare groups or classes, such as Black female 
insider traders in our hypothetical example and will perform worse on them . To deal with 
such disproportionate data, the data might be altered, or the model might be designed so as 
to correct for deficiencies in the data . For example, in 2019 a team of researchers created an 
algorithm that combines an original learning task with a variational autoencoder in order to 
learn the latent structure of the dataset .161 The algorithm then uses the learned latent distri-
butions to reweight certain features during training—a process that can be used to address 
proportional racial and gender bias .162

Adapting the Models. This leads to the second approach to fairness when the truth of the 
matter is not known: adapt the model so that similarly situated individuals are treated simi-
larly .163 Many of these approaches begin by determining which predictors are legitimate (e .g ., 
which ones are valid in determining predicted recidivism) and which are illegitimate (e .g ., 
race or other features—such as zip code—which might function as mere proxies for race) . In 
2011, two economists164 developed a method in which they use information from illegitimate 
(or “contested”) predictors, but they debias the predictors by marginalizing their importance 
in the model . A 2014 study165 measured the effect of an illegitimate predictor in a subset of 
the dataset using an estimated probability distribution . Then they proposed a classification 
method that corrected for the discovered discrimination without using the protected attribute 
in the decision process . Similarly, a team of researchers in 2017166 suggested that a weak 
version of disparate treatment access an illegitimate predictor during training but omit the 
attribute during classification . In other words, the illegitimate predictor (race and its covari-
ates) is included when the model is being trained so that predictive accuracy is optimized . 
But then, when the model is used with new cases, race (and its covariates) is not input into 
the model .

As another promising example, a group of scholars in 2019 created a Bias-Resilient Neural 
Network (BR-Net), where problematic features, such as race, are identified by humans, and 
the BR-Net then learns to prevent improper correlations between those variables and the out-
put .167 This process works as follows . First, a model is trained to maximize prediction . 
Second, the model identifies the correlations between the bias variable and embeddings to 
other variables . Third, the model minimizes the influence of the bias variable by generating 
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new embeddings that do not correlate with the bias variable . In total, the BR-Net is able to 
generate embeddings that maximize model performance while minimizing the biased correla-
tions . The researchers tested the BR-Net using photo gender prediction, as these classifiers 
usually perform much worse with Black individuals . The BR-Net was able to yield results that 
were 2 percent more accurate across race than a similar model that did not have the BR-Net 
addition .

Regardless of the approach taken, it is clear that fair classification entails trade-offs .168 This is 
the case because there are a number of reasonable ways of evaluating a model for fairness, 
including ones that draw on calibration, false positive rates, false negative rates, and so on, 
and these desiderata typically cannot be achieved simultaneously .169 For example, two Israeli 
computer scientists in 2018 focused on achieving similar false positive rates and similar false 
negative rates in different populations, an approach that theoretically makes sense in the 
criminal justice context,170 but this does not mean that all parties will agree that such an 
algorithm is fair . It is this potential for disagreement brings us to our subject matter experts in 
the next section .

Finally, technical experts should be in charge of translating the models into software code and 
they will design the interface by which prosecutors will use the tools . Such interfaces raise 
issues of data security and data privacy, which will need to be handled in accordance with how 
the office employs its other data tools, such as the office’s case management system . A district 
attorney’s office may also seek guidance from various in-house government technical experts, 
such as 18F, a U .S . General Services Administration group that provides federal agencies with 
advice on just such matters: modernizing software development processes, improving public-
facing services like websites, and digitizing and streamlining internal systems .171

The Role of Subject Matter Expertise. 
The previous section on technical experts describes several debiasing methods that involve 
determining which predictors are legitimate (e .g ., which ones are valid in determining predicted 
recidivism) and which are illegitimate (e .g ., race or other features—such as zip code—which 
might function as proxies for race) . While the example of zip code may make it seem as if it 
were simple to determine which predictors are legitimate and which are not, this task is actu-
ally quite difficult . Columbia University law professor Bernard Harcourt,172 for instance, argued 
that criminal records are proxies for race . However, an argument can be made that criminal 
convictions are legitimate predictors but criminal arrests are not, since the latter may suggest 
police bias . What should be done? Questions like this one—how should criminal records be 
handled?—require significant subject matter knowledge in the area173 and are best posed to 
subject matter experts . That is, prosecutors in district attorney offices and other key stakehold-
ers, such as community members, law enforcement subject matter experts, and victim advo-
cates brought into the discussion, must decide, and they must be willing to openly discuss the 
basis for their decisions .

Previously, we described a type of bias that emerges from training a model on data with base 
rates that are liable to lead to incorrect conclusions about causality . To correct for bias of this 
type, it is necessary to involve experts who are sensitive to the social context in which the AI 
will be operating .174 If the domain is law, and the model is evaluating drug offenses, then law-
yers who understand historical racial bias and the fact that minorities—and especially Black 
individuals—have been over-policed and over-prosecuted for marijuana offenses, must be 
involved in critiquing the outputs .

No matter how well-collected the criminal justice dataset, any technology that builds upon it 
must be vetted by experts who can provide context . This is because, at the least, technology 
should operate fairly, and fairness must be defined by key stakeholders .175 Once it is so 



33

Using ArtificiAl intelligence to improve the fAirness And eqUity of government decision mAking

defined, then context becomes vital for making sure that the technology used for legal decision 
making employs the fairness definition that the key stakeholders think is the appropriate one 
to use .176 For example, how criminal records should be weighed in analyses of future criminal 
risk is a policy question . Once it is answered by policy experts, then its implementation will 
require careful reworking of the algorithm . 

Importantly, these discussions, which appear to be policy-focused, dovetail with the technical 
discussions raised in the previous section . For instance, computer scientists Sam Corbett-Davis 
and Sharad Goel have argued that anti-classification (when race is not explicitly used to make 
decisions), classification parity (when, for example, false positive and false negative rates are 
equal across groups), and calibration (when outcomes are independent of protected attributes) 
all are limited statistically .177 According to these scholars, the best approach is often the one 
in which similarly risky people are treated similarly, based on the most statistically accurate 
estimates of risk that one can produce . While this argument is not as germane in our present 
example, where defendants’ “riskiness” is not necessarily a key consideration in prosecutorial 
decision making, it shows just how multifaceted and particular these discussions are . 

In addition, note that, in this report, we are focused on what government decision makers 
have done and will do . Specifically, we are focused on what legal actors—prosecutors, for 
instance—will do: will they offer a charge reduction? Will they offer a favorable plea bargain? 
Will they impose a prison sentence or a non-carceral sentence? These are the kinds of predic-
tions from which bias can more easily be removed, and these are the ones that are most rele-
vant to our report . 

In contrast, risk assessment tools, which are often used by judges, represent a different form 
of prediction: now the prediction concerns what people beyond the decision makers will do . 
For example, what will defendants do: will they show up for court? Will they commit addi-
tional offenses if released? It’s more difficult to eliminate racial bias in these kinds of predic-
tions . To address such difficulties, organizations, such as the Partnership on AI, have created 
guidelines for using risk assessment tools .178 

Granted, some of the former type of predictions (what decision makers will do) receive the lat-
ter (what others will do) as inputs, and this is something to which subject matter experts must 
be attuned and must identify for and discuss with the technical experts .

In all, technical experts and subject matter experts must work together to decide upon an 
approach that they think is best . This approach must then be opened to key stakeholders, 
including the public, so that, in turn, it might be further vetted and refined by the experts, 
such as through the use of agile methods . While we discuss this process in more detail in 
Step Three, we should mention that, even in the absence of machine decision making, these 
hard decisions are already being made . When humans make decisions, they are precipitated 
by underlying beliefs regarding various factors, including fairness . The primary difference 
between human decision making and the process we mention in here and in Step Three, is 
that the algorithmic process, with its emphasis on reaching a definition and instantiating it in 
code, is more transparent . With machines designed in the way we have outlined, we know 
what decisions have been made . In contrast, with humans acting alone, bias is shrouded, and 
motives and beliefs are obfuscated .
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RECOMMENDATION

Build computational models that reflect key values, such as fair outcomes. Agency leaders 
need to articulate, up front, the values that their decision process should reflect. Specifically:

•	 When correcting for racial bias, the overarching objective should be to build a model that 
can anchor decision making on fair outcomes .

•	 Set clear objectives and, when predictive analytics are employed, clearly define what is 
being predicted .

•	 Form a team of technical experts to handle model construction by partnering with third 
party experts, such as academics .

•	 Form a separate team of subject matter experts to (1) explore policy questions that require 
domain knowledge, (2) interface with community members and key stakeholders in ensur-
ing fairness, and (3) work closely with the technical experts to ensure that the models are 
built in accordance with their intended design .

Step Three: Manage the Human-Computer Interaction
Whenever people are expected to work closely with algorithmically-generated recommenda-
tions, there should be a “reasoned rule .”179 A reasoned rule is basically a written account of 
an office’s agreed upon decision making protocol . Developing one involves selecting a few 
variables that are incontrovertibly related to an outcome . These variables should be assigned 
equal weight in the prediction formula, and their valence should be positive or negative 
depending on the specific variable . 

For example, a history of violent felony convictions would be negative (less likely to result in 
a charge reduction), while a more severe charge of a drug crime would be positive (more 
likely to result in a charge reduction) . An interdisciplinary team of researchers writing in the 
Harvard Business Review in 2017 emphasized that such rules are valuable because they, 
one, enable decisions that can be made quickly and without a computer; two, require only 
limited information to reach decisions; and, three, allow for insight into justifications for the 
decisions made .180 

Reasoned rule models have proven successful in judicial decision making,181 personnel selec-
tion, election forecasting, and many other tasks .182 The collective use of the computational 
model (developed in Step Two, above) and a reasoned rule model is what would be called 
“ensemble modeling,” where the goal is to engage multiple models that enable evaluation 
and comparison so that greater insight into decisions can be gained . 

Interactive Training. 
In what setting will the bulk of this evaluation and comparison take place? We recommend 
that it take place in a series of interactive training sessions . In these sessions, prosecutors 
could initially view hypothetical cases and compare their instinctive charging and plea bar-
gaining decision making versus the reasoned rule and also the counterfactual outcomes pro-
duced by our computational model . This would have a number of benefits . It would 
encourage prosecutors to think deeply about cases and outcomes . It also would serve to vet 
and tweak the computational model . If an attorney’s decision making deviates from the mod-
el’s, the difference could be discussed in the learning environment . Whether the model 
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should be altered or whether the human should alter course would be up for debate . After 
many iterations of this process, accompanied by subsequent tweaking of the model when war-
ranted, the model’s robustness should be greatly improved . 

Flexibility and informality are strengths of this process . The models we have described should 
not be viewed as finished products . There must always be experimentation and thoughtful 
iteration . For example, the New York City Fire Department uses an algorithmic system to pre-
dict outbreaks for fires in the city . While the initial algorithm was useful, the current iteration 
is 10 times more powerful, and there are plans to improve it even further .183

Subsequent training sessions should be divided into two groups: an experimental group, which 
would use the computational model to evaluate hypothetical cases, and a control group, 
which would not use the model . By tallying the performance of each group, this experimental 
process would enable vetting of collaborative intelligence . Using metrics the district attorney’s 
office will have developed (see Recommendation One), the office must begin to answer the 
question of whether the algorithm is working as intended . The office should, at this point, 
begin to produce quarterly reports that reflect how the algorithm is influencing decision mak-
ing . This is the case even though these reports will only reflect performance in training ses-
sions and not actual performance . The point is that a district attorney’s office should start 
producing these reports (revealing bias in its decisional outcomes) long before it incorporates 
the AI intervention into actual practice by a prosecuting attorney .

Even when a valid computational tool is developed, decision makers may not use it as 
intended . Two legal scholars in 2018184 found that Virginia judges deviated from guidance 
provided by risk assessment tools . Likewise, a review of more than 1,500 bail decisions in 
Chicago found that, 85 percent of the time, judges did not follow a risk instrument’s recom-
mendation .185 Since part of the motivation for adopting artificial intelligence is to decrease 
variation arising from human discretion,186 we must be careful that, although use of such tools 
will be discretionary, prosecutors should be discouraged from consistently ignoring the system . 
In the experimental training sessions, this potential problem should be monitored and 
addressed . Indeed, the problem of noncompliance with the tool, if it arises, may have less to 
do with willful noncompliance than with discomfort with quantitative or statistical informa-
tion .187 For this reason, basic training should include information on how to interpret statistical 
confidence intervals, error rates, and the like . In the next section of this report, we provide an 
example to show how information might be provided so that it is not overwhelmingly quantita-
tive/statistical .

Once this is accomplished, an organization is ready to begin to think about the human-com-
puter interface; that is, it will be ready to integrate the system into a district attorney’s office 
workflow so that it can be used to augment human decision making in actual cases . Here, the 
focus shifts . Instead of thinking about why and what to implement, now the office must think 
about how: the specific factors that determine how legal tech is brought into daily office 
practice . 

Implementation. 
Collecting the data and building the computer models are not sufficient; employees will need 
to change how they work in order to incorporate algorithmic-based decision support tools into 
their day-to-day routines . This means that an organization’s leadership will need to reset the 
organization’s culture and maintain a consistent tone in order for implementation to succeed . 
In the case of a district attorney’s office, no longer is it about finding or not finding racial dis-
parity in outcomes . It is now about finding ways to correct such disparities . This requires the 
district attorney, as the head of the office, to articulate new and different priorities:
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•	 Focus on data-driven decision making. First, the district attorney must champion the need for 
change from the present focus on experience-driven decision making (e .g ., the decision 
making of more senior employees is disproportionately valued) to a focus on data-driven 
decision making . Employees should, to the extent possible, augment their decision making 
processes with data-backed algorithmic recommendations, where the aim is to arrive at better 
answers than the human decision makers or the algorithmic ones could reach in isolation .188 
Voluminous research has found that professional judgment improves when it is coupled with 
data-based analyses and guidance,189 and researchers have known this for decades: in 1986, 
Gottfredson and Gottfredson wrote that “in virtually every decision making situation for which 
the issue has been studied, it has been found that statistically developed predictive devices 
outperform human judgments… This is one of the best-established facts in the decision-mak-
ing literature, and to find otherwise in criminal justice settings would be surprising (at best) 
and suspicious or very likely wrong (at worst) .”

•	 Make a clear commitment to decrease racial bias. Second, the district attorney’s leadership 
team will be responsible for articulating a clear commitment for the district attorney’s office . A 
recent report found that, while pretrial risk assessments may lead to biased outcomes if used 
carelessly, targeted and goal-oriented use is generally successful, leading to reduced pretrial 
detention and less racial disparity .190 For our topic of interest, the vision is that AI is going to 
be used to decrease racial bias in decision making . This vision—a district attorney’s office 
without bias—must be presented to the office staff in an engaging and honest manner, one 
that captures the fact that racial bias poses a deep and almost existential threat . Bias in 
criminal justice against non-White individuals was significant historically, and it is significant 
today . AI shows the best potential for solving this problem, and it will enhance attorneys’ 
abilities, not replace them . This is an example of one possible vision; note that it is generated 
by the leadership team and seeks to unite both leadership and employees on a common and 
exciting goal .

•	 Develop AI standards, processes, and policies. Third, the district attorney’s leadership team 
must develop AI standards, processes, and policies . This includes addressing data privacy and 
protection concerns, of course, but it also involves addressing theoretical queries . Above, we 
discussed that there are many definitions of fairness . We also discussed that, within fairness 
discussions, there are many questions (such as which aspects of criminal histories to include) 
that require policy answers . While these thorny questions may be flagged by the data analyt-
ics team and thoroughly briefed by the subject matter experts, it is the leadership team that 
must ultimately provide answers and open up the answers to broader public scrutiny . In 
addition, the leadership team must consult with academics and lawyers in order to develop 
policies regarding algorithmic use that implicates Equal Protection Clause or Title VII con-
cerns .191 After all, algorithms that take into account race might be accused of being, in 
themselves, discriminatory .192 There are strategies that district attorney offices could adopt . 
For one, the model could be used in an advisory capacity only,193 as some scholars have 
argued that when algorithmic output does not directly determine what government action is 
taken, various demands, including ones for transparency, are somewhat relaxed .194 

•	 Use “translators” to bridge between the old and new ways of doing work . Fourth, the district 
attorney’s leadership team must identify and prioritize “translators .”195 These individuals, who 
may be drawn from either the internal staff or from the ranks of the collaborating academic 
researchers, must bridge the gap between the data scientists and the employees . Their 
objective is to explain the details of the technology and why it is producing the output that it 
is producing . In addition, they must synthesize feedback from employees and present it to the 
data scientists . Translators also will be the primary party tasked with exploring unintended 
consequences . Whenever AI systems are designed and implemented, they often have conse-
quences on employees and third parties that were not foreseen . These must be documented 
and considered carefully .
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RECOMMENDATION

•	 Be transparent about the metrics. Fifth, the district attorney’s leadership team must prioritize the 
transparency of the metrics they developed earlier in the process, and they must disseminate 
quarterly bias reports, similar to the way financial reports are made available . The reports should 
outline how the office is performing on metrics of racial disparity in outcomes . These reports also 
will form a foundation for allowing regular audits of the organization’s performance and its use of 
AI tools .

•	 Budget for both the “hard” and “soft” parts of the initiative. Lastly, as a practical matter, district 
attorney offices should budget as much for the implementation phase as they do for the technol-
ogy development phase . Leadership must be proactive and decisive in reviewing the results of 
these reports . If there are signs that the AI tools are leading to unintended consequences, are 
being used inappropriately, or are failing to decrease disparities, action must be taken . This may 
include immediate cessation of use, followed by a period of discussion and review by the full team 
of technical and subject matter experts and leadership . In a recent survey of AI adoption by 
private companies, it was found that nearly 90 percent of the companies that had successfully 
scaled AI had spent greater than 50 percent of their analytics budget on implementation .196 While 
securing funding is never frictionless, there are number of avenues by which offices might secure 
funding for such initiatives . Depending on the field, there likely are national organizations who 
would support such work . In addition, if there are academic partners, their universities might have 
grants available, and offices can collaborative with academics to jointly apply to governmental and 
private funding opportunities .

The lesson of this is that merely figuring out data collection and model construction is not enough; 
implementation is at least as important, and at least as costly, as these more visible undertakings .

Throughout implementation, an organization’s leadership team should be patient . Integrating transfor-
mative AI technology into an organization’s day-to-day work processes is a long journey, and it is an 
especially long one for organizations, such as most government agencies that are not “born digital .”197 

Manage the human-computer interaction. Agency leaders need to:

•	 Draft a “reasoned rule,” a written account of an agency’s agreed upon decision making protocol,  
which can be compared against both human and machine decisions .

•	 Introduce the computational model during training sessions with hypothetical cases, so that both 
human and machine decisions can be vetted, critiqued, and modified . This is when a significant  
portion of model refinement should occur .

•	 An agency’s leadership will need to work with staff to change their mindset about bias from a  
focus on finding or not finding racial disparities in outcomes, to a focus on finding ways to  
correct such disparities by: 

•	 changing the culture from a focus on experience-driven decision making to a focus on  
data-driven decision making . 

•	 providing a clear vision, one that seeks to unite both leadership and employees on a  
common and exciting goal .

•	 identifying and prioritizing “translators,” individuals who can bridge the gap between experts  
and non-expert employees .

•	 disseminating quarterly bias assessment reports .

•	 budgeting for both the “hard” and “soft” parts of the initiative .
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To provide a proof of concept as to how the framework could be used to remove bias in mak-
ing prosecutorial decisions, we reviewed data released by a large, urban prosecutor’s office 
and used it to demonstrate the process and framework developed in the prior sections of  
this report .

Collecting the Data
These data included case information for felonies that were charged in the district attorney 
office’s jurisdiction from 2011-2016 . Key variables included information regarding the charges 
(including charge severity), the date and time of the alleged incident, the defendant’s age, 
race, and gender, and various information about the arresting authority as well as the court 
authority involved (courthouse, judge, etc .) . 

We found that the dataset lacked information regarding the criminal history of individual 
defendants, although some information regarding criminal history could be inferred from 
charging inputs . This is a significant omission, given that criminal history significantly informs 
prosecutorial decision making . If this district attorney’s office were to go beyond our proof of 
concept, the first task would be to develop a plan for building out the historical record with 
criminal history and for storing criminal history moving forward . Neither would be overly diffi-
cult . The latter is just a matter of transcription; the former would require manually looking up 
each defendant’s current criminal history and backdating it to each alleged offense appearing 
in the record (for example, if the record shows an arrest in May 2006, then the criminal his-
tory for that arrest would only include the items from before May 2006) . The office also failed 
to provide detailed descriptions of the crimes, such as those sometimes found in police 
reports . This would be easy to add as well; a different district attorney office in another juris-
diction with which we have collaborated included police reports as text files within the cases’ 
datafiles . 

For simplicity’s sake, in this example, we decided to focus on just one crime category: retail 
theft . For the same reason, we focused on only the two most common racial groups listed for 
defendants: White and Black . 

Constructing the Computational Models
In this jurisdiction, charges have different classes . X is the most severe charge class, followed 
by 1 through 4, with 4 being the least severe charge class; and, also, there are misdemean-
ors, which are less severe than a 4 . A charge reduction is when a defendant is initially 
charged with an offense of a certain degree but receives a plea bargain in which the most 
severe guilty charge is less severe than what was initially charged . For example, if a defendant 
is charged with a class 1 felony but receives a class 2 felony via plea bargain, then the defen-
dant has received a charge reduction .

We chose charge reductions as our outcome variable since its usefulness to prosecutors is 
clear and since it is an intuitive variable . Also, charge reductions are a good choice because 
they represent a clear decisional point . Criminologist Besiki Kutateladze, who has worked 
extensively with prosecutors’ offices, has discussed the importance of prosecutorial interven-
tions based on specific and definite decisional points .198

In building a model to predict charge reductions, it is tempting to assume that one can simply 
remove the race variable and all will be well . However, this would be a significant mistake, 
since any included variables that are correlated with race still contain information about the 
protected characteristic (for example, much of the race information is likely captured by geog-
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raphy, which is represented by precinct, courthouse, and so on) . The model then would suffer 
from what is called “omitted variable bias,” such that race would be absent from the model 
but would still affect the outcomes .199

For our proof of concept, we decided to present prosecutors with a snapshot of three different 
augmented decision support models . For a new case, we show how the case would resolve if 
the prosecutor used:

•	 a predictive model that reflects how the defendant historically would have been treated . 

•	 a race-neutral predictive model, which reflects one definition of fairness, and 

•	 a “suggestive” model that shows how the case would resolve if the defendant were treated 
as if he or she were White .

Results of the Predictive Model. 
Let’s start with the purely predictive model . To build this model, we prepared our dataset by 
identifying directly or indirectly predictive variables, removing missing values, and creating a 
training and test split to avoid overfitting . Next, we chose the XGBoost algorithm, given its 
useful combination of accuracy and deft handling of overfitting . This technique uses a gradient 
boosting framework that creates models sequentially, predicting the errors of prior models until 
no further improvement to the prediction can be made . 

As far as accuracy, the model yielded an AUC (area under curve) of  .86, which is considered 
good .200 As an intuitive indicator of model accuracy, we can compare our model performance 
to the baseline probabilities . For the test subset of cases, when the defendants were Black 
individuals, they received charge reductions 11 .2 percent of the time . For White defendants, 
this was 18 .3 percent . With our predictive model, the rates for Black individuals and White 
individuals, respectively, was 11 .6 percent and 22 .8 percent .

Results of the Race-Neutral Predictive Model. 
Second, we created another predictive model, except that in this one we showed how a new 
case would resolve if a defendant were treated race-neutrally . In designing an algorithm, it is 
important to consider the context of what is being translated into code . Constitutional scholar 
Aziz Huq recommends using different algorithms for different crimes and depending upon the 
undergirding policy goal .201 For our model, we used “demographic parity” (i .e ., the require-
ment that predictions be independent of race) as our fairness definition because, when it 
comes to predicting charge reductions, we really are predicting something that is largely inde-
pendent of counterfactuals . If someone is charged with a class 2 felony, they will spend more 
time in prison than someone given a class 3 felony . There is no counterfactual . It is not fully a 
question of this person committing more crimes when they are released or of them not 
appearing for a court date .

Incapacitation and its ability to prevent future crime is one component of incarceration deci-
sions, but it is a minor one . There also are considerations of retribution, restitution, normative 
validation, and much more . In essence, if the question is about anything, it is about justice: 
does robbery warrant 24 months in prison or does it warrant 29 months in prison? 
Demographic parity makes sense given this specific context . Note that our context here is very 
different than that of risk assessments, where discrete outcomes (e .g ., recidivism, court 
appearance) are considered .
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Even though we are using a specific type of classification system and definition of fairness, we 
are not exhaustively relaying the details of our approach with this dataset, as our approach is 
not germane to the project we are outlining . There are a host of modeling techniques avail-
able, and fairness must be determined contextually and reviewed ex post .202 The particular 
approach a district attorney’s office takes is up to the office, and we do not mean to constrain 
or influence such choices here .

In brief, for our race-neutral model, we used an approach that penalizes unfairness in the 
model training process . Specifically, we applied a method designed by algorithmic scholars 
Yahav Bechavod and Katrina Ligett,203 wherein two group-dependent regularization terms are 
added to the loss function . These terms penalize differences in the false positive rates (FPR) 
and false negative rates (FNR) between groups defined by a protected variable—in this 
instance, race . As these scholars note, this approach can be used with different types of mod-
els, including support vector machines (SVM) and, that which we use here, logistic regression . 
We used logistic regression as our base algorithm because it was fully tested in Bechavod and 
Ligett’s published work . This model is our modified predictive model: it describes, in essence, 
how the case would resolve if the defendant is treated race-neutrally .

We include this model because we believe it serves a cautionary tale . In terms of overall 
charge reduction rates, the model did not decrease racial disparity by much . Why might this 
be? Because the historical case record itself is biased, bounding a model so that FPR and 
FNR are held relatively equal across groups results in a model that is “fair,” in a sense, but it 
is not a model that addresses the underlying racial disparities embedded in the historical 
record, such as those reflected in proxies for race, including a defendant’s municipality or the 
court facility in which a case was processed . Rather, it is a model that, if used without con-
textual awareness and delicacy, threatens to enshrine such disparities moving forward .

Results of the Suggestive Model. 
Third, and most importantly, we created a “suggestive model” for a new case . We show how 
that case would resolve if the defendant were White . To build this model, we used an 
approach that has been proposed in the computer science literature: alter information about 
the protected variables from the set of covariates to be used in the predictive models .204 In 
other words, we did not just change the defendant’s race from Black to White; we also altered 
any covariates of Black race (e .g ., incident location) so that they appeared to reflect White 
race . Importantly, we did not alter essential and permissible features, such as information 
relating to the criminal offense (the crime charged, the section code of the crime, the severity 
of the crime, etc .) . We only altered inessential features: ones that have no valid reason for 
influencing the outcome of a criminal case, which would include geographic features, such as 
court location and incident city, and also features like the arresting officer’s jurisdiction and 
the judge attached to the case . After the transformation, a validation set of Black defendants 
was tested with the already trained model (the historical record predictive model, as described 
above) .205 Consider the impact of the transformation: converting the set of Black defendants to 
(seemingly) White defendants increased their probability of receiving a charge reduction by 
more than 5 percentage points, which represented a rate that was about equal to the rate for 
White defendants .

Addressing the Human-Computer Interaction
With these three computational models in place, we explored how they might be used for 
prosecutorial training and, later, actual cases . Consider the following case . 
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•	 On July 16, 2013, at 3 pm, the defendant, a Black female who was 31 years-old at the 
time of the alleged incident, was arrested in Calumet City, Illinois, by the Calumet City 
Police Department . 

•	 The alleged incident was a retail theft occurring that same day . The chapter, act, and 
section of the specific alleged crime are 720(5)§16-25(a)(1) .

•	 The full retail value of the property stolen was less than $300 . While this typically would 
be a misdemeanor, in this instance, given the defendant’s criminal history, it was a Class 4 
felony, which is punishable by one to three years in prison and fines of up to $25,000 . 

•	 The presiding court was the Markham Courthouse located in Illinois’ District 6 .

While the prosecutor in the district attorney’s office would receive information like this to 
review, along with other available information (more extensive information), he or she also 
should receive the outputs from our models . For example, the case file would include the fol-
lowing visualization .

Figure 1: Case Predictions and Suggestions

In actuality, and in accord with the purely predictive model, this defendant did not receive a 
charge reduction . The predictive model showed a very low likelihood of a charge reduction, 
which fell below the machine-generated threshold for granting a charge reduction . Likewise, 
for the modified predictive model, the one in which defendants ostensibly are treated race-
neutrally, the model showed a charge reduction likelihood of 20 percent, which fell below the 
threshold, and thus a charge reduction was not recommended . After we employed the proce-
dure for transforming the defendant’s race to White (and simultaneously changing the covari-
ates so that they reflected, to the model, that the defendant was White), the new suggestive 
model (“Suggestive Model” in the figure above) showed a nearly certain likelihood of a charge 
reduction, and thus a charge reduction was recommended . 

Source: Based on work by the authors .

outcome if the defendant 
is treated according to the 

historical record.

Predictive Model

outcome if the defendant 
is treated according to one 
definition of race-neutrality.

Modified Predictive Model

outcome if the defendant, 
who is a Black female, is 
treated as if she is White.

Suggestive Model

the model yields a charge 
reduction prediction that 

falls significantly below the 
threshold for granting a 

charge reduction.

No Charge Reduction No Charge Reduction Charge Reduction

the model yields a charge 
reduction prediction that 

falls below the threshold for 
granting a charge reduction.

the model yields a charge 
reduction prediction that 

falls above the threshold for 
granting a charge reduction.

Case 
Predictions

and  
Suggestions



43

Using ArtificiAl intelligence to improve the fAirness And eqUity of government decision mAking

Note that neither here nor, especially, in the visualization, are the specific factors and statistics 
belabored . This is by design . As discussed above, prosecutors should not be burdened with 
interpreting statistics . What conclusions to draw from the statistics must be outlined by the 
leadership in a district attorney’s office (e .g ., leadership, working with technical experts, may 
decide what threshold is appropriate for recommending a charge reduction), and prosecutors 
should only be tasked with viewing immediately interpretable and applicable results .

In addition, we don’t belabor the factors and statistics because, in this report, we are 
approach agnostic, recommending neither this nor any specific fairness approach . Rather, in 
this report, we have outlined how an office might develop an approach that is tailored to its 
specific context and vetted, iteratively, in order to ensure fairness (see previous section, 
Creating a Framework for Using AI to Remove Bias in Decision Making) . Indeed, we believe 
model creation is the core of the process and will require continuous discussion and revisiting . 

With its model in place, a district attorney office may use the model to discuss decision mak-
ing within prosecutorial training sessions . Perhaps the prosecutor believes that the defendant 
should not receive a charge reduction because the defendant’s criminal history triggers man-
datory filing behavior that does not permit reductions . (This is the type of feedback that would 
be used to modify the model moving forward, so that it is in accord with the office’s policies .) 
Or, perhaps the prosecutor might believe that the defendant should not receive a charge 
reduction, but the prosecutor is unsure as to what led him or her to reach this conclusion . In 
this instance, the model might provide insight into the prosecutor’s own psychology and deci-
sion making process . Regardless, once the model is sufficiently vetted in this environment, it 
then can be used to augment prosecutorial decision making on new and current cases . 
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CONCLUSIONS
Government offices have access to stores of data—their own 
historical information—and this data should be viewed as an asset 
in the struggle for greater fairness and equality. When augmented 
with robust AI-equipped processes, such data can be used to create 
neutral suggestions to guide human decision making.

Such processes hold the potential for greater fairness and consistency in government decision 
making . But this is not a small task, and it is not one that can be undertaken without careful 
thinking . Unless AI systems are designed and implemented properly, they may perpetuate or 
even exacerbate the problems they were designed to solve . 

This report presents two guiding principles for the design of an AI-assisted decision-making 
framework and three steps for building such a framework . The two guiding principles are 
transparency and accountability . The three steps for building a framework, which outline the 
specifics that should be considered are:

•	 collecting the data, 

•	 constructing the computational models, and

•	 guiding the human-computer interface . 

If government agencies follow this approach -- and especially if they do so in concert with 
academics, researchers, community members, key stakeholders, and other knowledgeable 
parties in government, such as agencies’ Chief Data Officers—they will increase the chance of 
success in decreasing disparities in their agency’s decisions and outcomes .

 But this is just a starting point . Once data collection processes are more robust, government 
agencies can begin to assess more precisely how their decision making can be improved . 
Once the modeling processes are in place, agencies can deepen their engagement with com-
munity members and other stakeholders to determine the precise contours of what shape an 
AI initiative will take . And once the human-computer interface is ingrained in an agency’s cul-
ture and workflow, then agency leaders can begin to think about future iterations . They can 
consult with Chief Data Officers and begin to formulate additional applications that will 
improve decision making . In other words, while this report represents merely a starting point, 
this start will enable creative, nimble, and fair processes in the near future .
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